
QR WITH LDP

YAN LIU

1. Reference

Koul and Mukherjee (1994), JMA

2. Notations

1. X the n× p design matrix of known constants
2. xni ith row of X, (1× p)-matrix
3. F the common d.f. of {ϵi}
4. ψ = (c, d) ⊂ R = {x ∈ R; 0 < F (x) < 1}
5. G a measurable function from R to R
6. Dc = (C ′C)1/2, where C is of the full rank.
7. ∥Xn∥a = sup{∥Xn(α)∥, a ≤ α ≤ 1− a}
8. Xn = O∗

P (1) ≡ ∥Xn∥a = OP (1) for every a ∈ (0, 1/2].

3. Concepts and definitions

3.1. model. η1, η2, . . . stationary mean zero unit variance Gaussian process with

ρ(k) = Eη1ηk+1.

The response variable {Yni} satisfying

Yni = x′
niβ + ϵi, 1 ≤ i ≤ n, β ∈ Rp,

with ϵi = G(ηi).

3.2. long range dependence.

ρ(k) = k−θL(k), for some 0 < θ < 1, ∀k ≥ 1,

where L(k) is positive for large k and is slowly varying at infinity.
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3.3. exponent. m is the Hermite rank of the class of functions.

Jq(x) = E{1(G(η) ≥ x)− F (x)}Hq(η).

Also, suppose m(x) = min{q ≥ 1; Jq ̸= 0}, then
m = inf{m(x);x ∈ ψ}.

Also, define J+
m(x) as

J+
m(x) = E1(G(η) ≤ x)|Hm(η)|.

3.4. normalizing order. Assume 0 < θ < 1/m,

τn = n(1−mθ)/2Lm/2(n), n ≥ 1.

3.5. regression transform.

β(α) = β + F−1(α)e1, e1 = (1, 0, . . . , 0)′,

and
q(α) = f(F−1(α)), 0 ≤ α ≤ 1.

3.6. minimum-distance type estimator of β.

β̂md(α) = argmin
t
∥D−1

x T (t, α)∥2,

where
T (t, α) =

∑
i

xni{1(Yni − x′
nit ≤ 0)− α}, 0 ≤ α ≤ 1, t ∈ Rd.

3.7. αth regression quantile.

β̂n(α) = B̂(α) =

{
b ∈ Rp :

n∑
i=1

hα(Yni − x′
nib) = minimum

}
,

where hα(u) = αu1(u > 0)− (1− α)u1(u ≤ 0), u ∈ R, 0 ≤ α ≤ 1.

4. Assumptions

4.1. Assumptions on γni and ξni.

(GX0-1)
∑n

i=1 γ
2
ni = 1, ∀n ≥ 1

(GX0-2) max1≤i≤n n
1/2|γni| = O(1)

(GX1-1)
∑n

i=1 γ
2
ni = 1, ∀n ≥ 1

(GX1-2) max1≤i≤n n
1/2|γni| = O(1)

(GX1-3) max1≤i≤n|ξi| = o(1)
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(GX2-1) F has a continuous density f .

(GX2-2) τ−1
n

∑n
i=1|γniξni| = O(1).

(GX3-1) F has a continuous and positive density f .

(GX3-2) The functions Jm(x) and J+
m(x) are continuously differentiable with derivatives

equal to J̇m(x) and J̇
+
m(x).

(GX3-3) τ−1
n

∑n
i=1|γniξni| = O(1).

(GX4-1) F has a continuous and positive density f .

(GX4-2) f is uniformly continuous.

(GX4-3) The functions Jm(x) and J+
m(x) are continuously differentiable with derivatives

equal to J̇m(x) and J̇
+
m(x).

(GX4-4) |J̇m(x)| ∨ J̇+
m(x) → 0 as |x| → |c| ∨ |d|.

(GX4-5) τ−1
n

∑n
i=1|γniξni| = O(1).

4.2. Assumptions on X.

(X.1) The first column of X is 1.

(X.2) (X ′X)−1 exists for all n ≥ p.

(X.3) n1/2maxi∥x′
niD

−1
x ∥ = O(1).

5. Formulae

6. Results

Lemma 6.1 (km1994). Under Assumption GX0, we have ∀x ∈ ψ,

sup
x∈ψ̄

∣∣∣τ−1
n

∑
i

γni{1(ϵi ≤ x)− F (x)} − Jm(x)

m!
τ−1
n

∑
i

γniHm(ηi)
∣∣∣ = oP (1).
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Under Assumption GX1, we have ∀x ∈ ψ,∣∣∣τ−1
n

∑
i

γni{1(ϵi ≤ x+ ξni)} − F (x+ ξni)− 1(ϵi ≤ x) + F (x)}
∣∣∣ = oP (1).

Under Assumptions GX1 and GX2, then∣∣∣τ−1
n

∑
i

γni{1(ϵi ≤ x+ ξni)} − 1(ϵi ≤ x)} − τ−1
n

∑
i

γniξnif(x)
∣∣∣ = oP (1).

Under Assumptions GX1 and GX3, then for any 0 < κ <∞ with K = {x ∈ ψ; |x| ≤ κ},

sup
x∈K

∣∣∣τ−1
n

∑
i

γni{1(ϵi ≤ x+ ξni)} − 1(ϵi ≤ x)} − τ−1
n

∑
i

γniξnif(x)
∣∣∣ = oP (1).

Under Assumptions Assumptions GX1 and GX4, for ψ̄ = [c, d],

sup
x∈ψ̄

∣∣∣τ−1
n

∑
i

γni{1(ϵi ≤ x+ ξni)} − 1(ϵi ≤ x)} − τ−1
n

∑
i

γniξnif(x)
∣∣∣ = oP (1).

Lemma 6.2 (km1994). Under Assumption X, we have

sup
0≤α≤1

∥∥∥B−1
x T (β(α), α)− Sx

Jm(F
−1(α))

m!

∥∥∥ = oP (1).

and

∥Sx∥ = OP (1).

Under Assumptions X and GX3-1, we have for every 0 < K <∞ and 0 < α < 1,

sup
∥s∥≤K

∥∥∥B−1
x [T (β(α) +A−1

x s, α)− T (β(α), α) ]− sq(α)
∥∥∥ = oP (1).

Also, for every 0 < α < 1,

Ax(β̂md(α)− β(α)) = −{q(α)}−1B−1
x T (β)(α), α) + oP (1)

= −{q(α)}−1Sx
Jm(F

−1(α))

m!
+ oP (1),

and

Ax{β̂n(α)− β̂md(α)} = oP (1).

Under Assumptions X and GX4, we have for every 0 < K <∞ and 0 < α < 1,

sup
0≤α≤1, ∥s∥≤K

∥∥∥B−1
x [T (β(α) +A−1

x s, α)− T (β(α), α) ]− sq(α)
∥∥∥ = oP (1).

Theorem 6.3. Under Assumptions X and GX3-1, we have for any 0 < α < 1,

Ax(β̂n(α)− β(α)) = −{q(α)}−1B−1
x T (β)(α), α) + oP (1)

= −{q(α)}−1Sx
Jm(F

−1(α))

m!
+ oP (1).
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Consequently, for any 0 < α1 < α2 < · · · < αk < 1,

[Ax(β̂n(α1)− β(α1)), . . . , Ax(β̂n(αk)− β(αk))]

= −(m!)−1[{q(α1)}−1Jm(F
−1(α1)), . . . , {q(αk)}−1Jm(F

−1(αk))]⊗ Sx + oP (1).

Under Assumptions X and GX3-1 and GX3-2, then

Ax(β̂n(α)− β(α)) = O∗
P (1).


